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Look mom – I got a LLM in my database!

Expectations are high
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https://www.pwc.com/us/en/tech-effect/ai-analytics/ai-predictions.html
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Now decides next: Insights from the leading edge of 
generative Al adoption. Deloitte's State of Generative Al 
in the Enterprise. January 2024
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https://www.gartner.com/en/newsroom/press-releases/2024-05-07-gartner-survey-finds-generative-ai-is-now-the-most-frequently-deployed-ai-solution-in-organizations
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Expectations
• Estimating and demonstrating Al value

• Lack of talent/skills

• Lack of confidence in results 

• Intellectual property issues 

• Misuse of client or customer data 

• Ability to comply with regulations

• Lack of explainability / transparency

Maximillian Jahn 11

Concerns
• Productivity Increase

• Redefine the work of leaders as much 
as employees

• GenAl will transform transformation

• Improve existing products and 
services

• Encourage innovation and growth

• Uncover new ideas and insights
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What’s all the buzz about
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„Any sufficiently
advanced technology

is indistinguishable
from magic.“

Arthur C. Clarke’s 3rd Law
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Large Language Models
● A large language model (LLM) is a computational model notable for 

its ability to achieve general-purpose language generation and 
other natural language processing tasks such as classification. 

● Based on language models, LLMs acquire these abilities by learning 
statistical relationships from vast amounts of text during a 
computationally intensive self-supervised and semi-supervised 
training process.

● Coming from the transformer architecture, there are two big groups 
of LLMs:

○ Autoencoding Models
○ Autoregressive Models

14Maximillian Jahn
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Autoencoding Models
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Understand
● Distill from text

○ Semantic Meaning
○ Semantic Similarity
○ Summaries
○ Categorization

● “What piece is missing?”

● Encoder part of Transformer

16Maximillian Jahn
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Visualizations using UMAP (Uniform Manifold Approximation and Projection for Dimension Reduction)
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Autoregressive Models
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Generate
● Generate Tokens

○ Generate Text
○ Chat

● “… tell me more”

● Decoder part of Transformer

19Maximillian Jahn



Using LLMs in 
the Database
Make your Oracle database 
understand content
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Look mom – I got a LLM in my database!

Which type to use in a DB?
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● In a database, we most likely want to enrich our understanding of the 
data, so we want to leverage autoencoding features.

○ Semantic Similarity
○ Semantic Search
○ Summarization
○ Categorization

● To get a semantic representation of our data we use embedding models
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Generating Embeddings
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Embeddings Models Available
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● Proprietary Models

○ OpenAI
○ Cohere
○ Google AI / VertexAI
○ Anthropic 
○ Mistral

● Open Source Models

○ BERT (Bidirectional Encoder 
Representations from Transformers)

○ RoBERTa (Robustly Optimized BERT 
Pretraining Approach)

○ DistilBERT
○ ELMo (Embeddings from Language 

Models)
○ Many more at HuggingFace Hub!

Proprietary (“Closed Source”) models require endpoints deployed by vendor or partners 
(e.g. Azure and OpenAI, Oracle and Cohere)

Open Source models can be hosted on own infrastructure
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Model Dimensions Maximum Tokens Languages Size Parameters

sentence-transformers/all-mpnet-base-v2 768 512 English 438 MB 110M

sentence-transformers/all-MiniLM-L6-v2 384 256 English 90.9 MB 22M

ProsusAI/finbert 768 512 English 417 MB 110M

medicalai/ClinicalBERT 768 512 English 417 MB 110M

sentence-transformers/distiluse-base-multilingual-cased-v2 512 512 Multilingual (various) 135 MB 134M

BAAI/bge-small-en-v1.5 384 512 English 42 MB 33M

BAAI/bge-base-en-v1.5 768 512 English 90 MB 109M

taylorAI/bge-micro-v2 128 256 English 25 MB 17M

prajjwal1/bert-tiny 128 128 English 14 MB 4M

TaylorAI/gte-tiny 128 128 English 25 MB 23M

intfloat/multilingual-e5-base 512 512 Multilingual (various) 90 MB 278M

intfloat/multilingual-e5-small 256 256 Multilingual (various) 45 MB 118M

avsolatorio/GIST-Embedding-v0 768 512 English 438 MB 109M

Alibaba-NLP/gte-base-en-v1.5 768 8192 English 137M

Snowflake/snowflake-arctic-embed-m 768 512 English 230 MB 109M

Cohere/embed-english-v3.0 1024 512 English, Multilingual

OpenAI/text-embedding-ada-002 1536 8191 English - 1.2B

OpenAI/text-embedding-3-small 1536 8191 Multilingual - -

OpenAI/text-embedding-3-large 3072 8191 Multilingual - -

Google AI/google-gecko.text-embedding-preview-0409 768 2048 Multilingual - 1.2B

Open Source

Closed Source
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Embedding Model Preferences
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● DB machines usually do not have (or support) GPUs, so the model should 
be small and lean

● (Open Source) Models can be run directly inside the Oracle DB

○ Oracle Machine Learning (OML) supports in-DB models for some time now
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Generating Embeddings
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Importing Models
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HuggingFace Pretrained Models
● sentence-transformers/all-mpnet-base-v2

● sentence-transformers/all-MiniLM-L6-v2

● sentence-transformers/multi-qa-MiniLM-L6-cos-v1

● ProsusAI/finbert

● medicalai/ClinicalBERT

● sentence-transformers/distiluse-base-multilingual-
cased-v2

● sentence-transformers/all-MiniLM-L12-v2

● BAAI/bge-small-en-v1.5

● BAAI/bge-base-en-v1.5

● taylorAI/bge-micro-v2

● intfloat/e5-small-v2

● intfloat/e5-base-v2

● prajjwal1/bert-tiny

● thenlper/gte-base

● thenlper/gte-small

● TaylorAI/gte-tiny

● infgrad/stella-base-en-v2

● sentence-transformers/paraphrase-multilingual-
mpnet-base-v2

● intfloat/multilingual-e5-base

● intfloat/multilingual-e5-small

● sentence-transformers/stsb-xlm-r-multilingual

28Maximillian Jahn
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Convert Models to ONNX Format

29Maximillian Jahn

● ONNX is an open format built to represent machine learning models. 
ONNX defines a common set of operators - the building blocks of 
machine learning and deep learning models - and a common file format to 
enable AI developers to use models with a variety of frameworks, tools, 
runtimes, and compilers

● OML4Py 2.0 supports the conversion of models from HuggingFace to 
ONNX ready for import into Oracle 23ai

● Docker image for easy conversion: maxjahn/oml4py:latest

● Upload to OCI Object Storage and import using PL/SQL
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Create Embeddings in the DB
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● Initial Load

○ With SQL or PL/SQL

● Automated updates

○ Database Triggers
○ DB Scheduler Jobs

All is done within the database: 
No data is exported or passed to remote API call!
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Query the Data
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● Add vector indices

○ In-Memory Neighbor Graph Vector Index: Hierarchical Navigable Small World (HNSW)
à not supported in RAC (= OCI Autonomous DB) environments L

○ Neighbor Partition Vector Index: Inverted File Flat (IVF)

● Use Oracle SQL vector functions (VECTOR_DISTANCE) to query data

○ Euclidian, Cosine, Dot, Manhattan



The Scotch 
Badger Shop
A hypothetical case study

32
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Case Study Setting
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● Distributor for Scotch whisky

● Usually has ~300 SKU for sale

● Reviews for ~2300 types of whisky

● Stock management in Oracle DB

○ Autonomous DB in OCI with Oracle 23ai

● Apex applications for sales and backoffice

● Customer-facing Website
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Case Study Requirements
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● Add a semantic search to the backoffice application to find products

● Add functionality to find similar products

● Add functionality to find similar products that are in stock

● Add a chatbot on the website that can talk about Whisky and give 
recommendations based on internal documentation and reviews that are 
already stored in the corporate Oracle database

● Be able to train/fine-tune the models used
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Model Selection
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● Embedding model

● English language

● No specific domain knowledge

● Fast and small

● For the implementation sentence-transformers/all-mpnet-base-v2 was 
used

○ Converted to ONNX and uploaded to OCI Object Storage
○ Imported ONNX model with PL/SQL
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Generate Embeddings
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Enhanced Similarity Search 
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● With multimodel search in Oracle, we can query both vector data and 
relational data to answer questions like

○ Which similar products are in stock or will be restocked next week?
○ Which of our products are very different from our 3 top selling products?
○ Get customers who ordered products that go well with BBQ in the last 6 months? (To send 

out some promotional offer)
○ Do our customers in Waldviertel have different preferences than those from Vorarlberg?

● These types of queries do not work well with separate vector databases or 
separate semantic search engines



Chatbot
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Retrieval Augmented Generation
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● Combines semantic search with text generation

● Review data and details for >2200 whiskies come from the DB, Oracle 
Autonomous Database is used as vector store.

● The results are then included in a prompt to an autoregressive (Chat) 
model

○ Open AI GPT-4, GPT-3.5, GPT-3.5-turbo (external endpoint)
○ Cohere Command (running on Oracle OCI GenAI)

● Chainlit used for the Chatbot UI













Benefits of 
in-DB LLMs
Best of two worlds

52

05



Look mom – I got a LLM in my database!

Benefits
● Data Proximity and Performance

○ When the LLM is integrated directly into the database, it eliminates the need for data to be 
extracted and moved between systems. This results in significantly improved performance 
and reduced latency.

○ With the LLM co-located with the data, queries and analyses run faster, providing quicker 
results and enabling faster decision-making.

○ Data both from vectors and relational tables can be used for queries and processing 
seamlessly together.

● Scalability and Efficiency

○ In-database processing reduces the overall computational resources required, leading to 
cost savings and improved energy efficiency.

53Maximillian Jahn
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Benefits
● Real-time Analytics

○ In-database deployment enables real-time analytics and decision-making. As data is 
ingested or updated, the LLM can immediately process it and provide insights.

○ This capability is especially valuable for time-sensitive decisions, fraud detection, or 
responsive customer service scenarios.

● Simplified Data Management

○ With the LLM inside the database, data management becomes more straightforward. 
There is no need for complex data pipelines or separate data preparation steps, as the LLM 
has direct access to the source data.

○ This simplifies the maintenance and updates of the data, ensuring the LLM always works 
with the most current and accurate information.

54Maximillian Jahn
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Benefits
● Security and Compliance

○ In-database deployment enhances security and simplifies compliance. By processing data 
queries within the secure environment of the database, sensitive information is not 
exposed outside the database perimeter.

○ This deployment method adheres to regulatory requirements, especially when dealing with 
personally identifiable information (PII) or industry-specific data privacy standards.

● Granular Access Controls

○ Databases typically offer robust access control mechanisms, which can be extended to the 
LLM. This allows for fine-grained control over who can interact with the LLM and which 
data they can access.

○ This level of control ensures that data remains secure and compliant while enabling 
collaboration and controlled data sharing.

55Maximillian Jahn



Look mom – I got a LLM in my database!

Use Cases
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Enhanced Customer Profiling
Combine customer demographics (relational 
data) with purchase behavior to create a 
comprehensive customer profile.

Customer 360 and Sentiment Analysis
Relational tables store customer 
demographics, purchase history, and 
interaction records, while vector store holds 
embeddings of customer feedback, reviews, 
or social media posts. Deploying an LLM in the 
database enables sentiment analysis, allowing 
businesses to understand customer opinions 
and feelings expressed in natural language.

Contextual Advertising 
LLMs can generate embeddings for user-
generated content. By combining this vector 
data with user profile information stored in 
relational tables, a sensitive and context-
aware advertising system can be built.

Personalized Product Recommendations
By embedding product descriptions and user 
preferences using an LLM and storing the 
embeddings in a vector store within the same 
database, the system can provide 
personalized product recommendations.
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Use Cases
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Fraud Detection 
By embedding transaction descriptions and 
customer behavior patterns using an LLM, the 
system can detect anomalies and potential 
fraud. 
The LLM can process and understand textual 
reports, case notes, and regulatory 
documents, linking them to relevant data 
points in the relational tables.

Job Candidate Matching
By embedding the textual data using an LLM 
and storing the embeddings in a vector store, 
the system can enable efficient candidate-job 
matching.

Clinical Decision Support in Healthcare
By embedding medical literature, research 
papers, and clinical guidelines using an LLM 
and storing the embeddings in a vector store, 
the system can provide evidence-based 
recommendations to healthcare professionals

Content Recommendation and 
Personalization
A content platform can store articles, videos, 
and user interaction data in relational tables.
By embedding the content and user 
preferences using an LLM and storing the 
embeddings in a vector store, the system can 
provide personalized content 
recommendations.
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Use Cases
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Obviously, all typical use 
cases for Retrieval 
Augmented Generation are 
relevant too.



Conclusion
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Expectations
• Estimating and demonstrating Al value

• Lack of talent/skills

• Lack of confidence in results 

• Intellectual property issues 

• Misuse of client or customer data 

• Ability to comply with regulations

• Lack of explainability / transparency
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Concerns
• Productivity Increase

• Redefine the work of leaders as much 
as employees

• GenAl will transform transformation

• Improve existing products and 
services

• Encourage innovation and growth

• Uncover new ideas and insights
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How In-DB LLMs address concerns
● Data does not leave database for embeddings

○ Client and customer data stays within corporate boundaries 

● Oracle 23ai supports rapid prototyping of LLM-enabled features with 
existing infrastructure and skills

● The LLM will run on existing infrastructure and will not lead to higher cost in 
operations (things like backup and HA are already in place)

● Open Source models solve many issues

○ Transparency of model source and training data
○ No client data or internal data used for training of proprietary public models
○ Can be fine-tuned for specific use cases
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